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The optical constants of strain-balanced InAs/InAsSb and InGaAs/InAsSb superlattices and their
constituents GaAs, GaSb, InAs, InSb, and InAsSb are measured using spectroscopic ellipsometry.
An optical constant model is developed that accurately describes the index of refraction and
absorption coefficient in the vicinity of the fundamental bandgap of these I1I-V materials. The
model describes the spectral shape of the absorption edge in terms of bandgap energy, below
bandgap Urbach absorption tail, and above bandgap power law. The index of refraction in the
vicinity of the bandgap is described using Kramers-Kronig integration over the absorption edge.
In the analysis, an optical structure model that comprises the sample layer structure and optical
constants is constructed to simulate the reflection of polarized light from the sample surface. The
optical constant model is implemented within the optical structure model and fit to the measured
ellipsometric data with the optical constants of the layer of interest as best-fit parameters. The
superlattice measurements exhibit spurious periodic peaks in the optical constants extracted using
the point-by-point fit method. Multi-sample analysis of identical midwave superlattices grown at
different thicknesses significantly reduces the presence of the spurious peaks, and in general
improves the optical constant fit and the extraction of the absorption edge parameters. In
comparing superlattice results, the InGaAs/InAsSb superlattices have a shorter period,
demonstrate stronger absorption due to greater electron-hole wavefunction overlap, and exhibit

broader absorption tails as a result of greater alloy and interface disorder.
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I. INTRODUCTION

The III-V arsenide and antimonide material systems grown on commercially available InAs
and GaSb substrates offer high-quality pseudomorphic photodetectors for the technologically
important midwave (3 - 5 um) and longwave (8 - 12 um) transparent atmospheric windows.'*
Bulk ITI-V alloys and type-II InAs/InAsSb superlattices provide photodetector materials with long
lifetimes and bandgap tunability> that makes them viable for this design space. Nevertheless,
pushing detection to longer wavelength cutoffs presents challenges for these material systems. For
bulk alloys, this challenge is manifested in integrating multiple elements while maintaining smooth
surface morphology during growth.!®!! For type-II InAs/InAsSb superlattices, the challenge lies
in optimizing design to improve absorption and vertical transport properties by maximizing

electron-hole wavefunction overlap and improving heavy hole mobility.'>"4
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Incorporating Ga into the superlattice tensile layer to form InGaAs/InAsSb superlattices
utilized as a method to improve performance. This approach enables a larger tensile strain that
facilitates more symmetric layer thicknesses in the strain-balance between the tensile and
compressive layers. The resulting performance benefits include decreasing the necessary
superlattice period to achieve a certain cutoff wavelength, increasing electron-hole wavefunction
overlap, and reducing heavy-hole confinement. Nevertheless, introducing Ga increases the
chemical inhomogeneity of the superlattice. Quantifying the impact of these effects is therefore
important in realizing the performance tradeoffs in these materials for photodetection.

To this end, the optical constants of these materials are investigated and analyzed to provide a
comparison of their absorption properties and subsequent performance as photodetectors.
Specifically, the width of the absorption edge is impacted by the presence of frozen-in tail states'®-
19 that result from alloy disorder in bulk materials and both alloy and interface disorder in

superlattices. Furthermore, the magnitude and spectral shape of the absorption coefficient near the

fundamental bandgap is impacted by the electron-hole wavefunction overlap?’, the electron-hole
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Coulomb interaction” ">, and the presence of tail states

An optical constant model is developed as a method of analysis for the materials investigated,
where the significant model parameters are based on physical features observed in experimental
measurements of the fundamental absorption edge. These consist of the Urbach energy that
describes the characteristic width of the sub-gap exponential absorption edge'®!®2!2¢ that

transitions to a power law?! at energies above the bandgap. The model does not describe exciton
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absorption?’, as its characteristic features are not observed in the materials investigated. The
measurements are at room temperature where excitons readily dissociate as their binding energy
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is small compared to the thermal energy-°~". Consequently, the contribution of excitons to the

optical absorption spectrum is significantly diminished or absent?’-2,

Various optical constant models have been developed and presented in the literature?*->>-** that
describe the fundamental absorption edge in III-V and other semiconductor materials. The initial
work?*?* established the role of the joint optical density of states and the Coulomb interaction in
shaping absorption spectra near the band edge. Building on these principles, analytical expressions
for the optical constants of III-V materials were developed that incorporate empirical broadening
terms to account for sub-bandgap absorption features.?>*> The description of absorption tails has
since evolved, with theoretical foundations for the sub-bandgap Urbach tail established by linking
it to disorder-induced band tail states.!®!'® While these models are grounded in solid-state physics
and contribute to the understanding of optical transitions, they do not seamlessly describe a broad
range of materials, and hence are not suitable for the analysis in this work. Alternatively, models
such as PSEMI** are widely used in the Woollam analysis software® and are highly flexible and
suitable for a wide range of materials, but at the expense of physical interpretability. Furthermore,
they do not accurately replicate the sharp exponential Urbach tails observed in some materials
investigated. In this work an absorption edge model?! is further developed to specifically describe
the index of refraction in the vicinity of the bandgap using Kramers-Kronig integration over the
absorption edge.

In this work, the optical constants of InAs/InAsSb and InGaAs/InAsSb superlattices and their
constituent binaries GaAs, GaSb, InAs, and InSb, and ternary alloy InAsSb are investigated using
spectroscopic ellipsometry. The theoretical approach and optical constant model are presented in
Section II. The sample properties and structural characterization are presented in Section III. The
spectroscopic ellipsometry measurements, modeling, and determination of optical constants are
presented in Sections IV and V. The analysis and interpretation of the results are presented in

Sections VI and VII.

II. THEORY AND OPTICAL CONSTANTS MODEL
In general, spectroscopic ellipsometry measures the amplitude ratio and phase difference of p-

and s-polarized light*® reflected from the surface of a structure, which is described as
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Here the complex Fresnel reflection coefficients are R, for p-polarized light (parallel to plane of
incidence) and R for s-polarized light (perpendicular to plane of incidence). Furthermore, their
complex ratio is typically expressed in terms of the ellipsometric angles W and A, where tan(¥) is
the amplitude ratio and A is the phase difference.

The reflection and transmission of a plane wave from a single film on a semi-infinite thick
substrate, described in terms of ray optics, is illustrated in Fig. 1 for the typical case where the
measurements are performed in ambient conditions. The optical, physical, and ray parameters are
indicated for each layer, where N = n — ik is the complex index of refraction, d is the layer
thickness, and 6 is the complex angle of propagation with respect to the surface normal. The
parameter subscripts denote which property belongs to a particular layer medium with 0 for

ambient, 1 for thin film of interest, and 2 for substrate.
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Fig. 1. Reflection and transmission of a plane wave shown by arrows that originates in the ambient for a thin film on

a substrate with parallel-plane boundaries. The numerical subscript for each layer medium is O for ambient, 1 for film,
and 2 for substrate. Here d designates layer thickness, N = n — ik is the complex index of refraction, and 8 is the
complex angle of propagation with respect to the surface normal. In this case, the film thickness is d; and the ambient

and substrate thickness are assumed to be semi-infinite.

When the incident wave reaches the ambient-film interface, a fraction of the wave intensity
reflects back into the ambient while the remainder transmits into the film. The complex Fresnel

interface coefficients are r for reflection and t for transmission of p- and s-polarized light*® with
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where the subscript 01 denotes the interface between layers 0 and 1, and subscripts p and s denote
p- or s- polarized light. The angle of incidence 6, and index of refraction N, = 1 are presupposed
to be real as the ambient atmosphere is assumed to be transparent, with k/n < 1075, which is valid
for most infrared wavelengths examined in this work. Exceptions may occur at strong infrared
absorption lines centered at 6.2 um and 4.3 um (200 meV and 290 meV) due to low concentrations
of H20 and CO:z2 gas in the ambient, respectively. The angles of refraction 6, and 6, and index of
refraction N; and N, are complex and are related to the angle of incidence via Snell’s law as
Ny sin(8y) = N; sin(6;) = N, sin(0,). The complex Fresnel reflection coefficient of the entire
structure is determined by summing all contributions of the partial plane wave in the ambient as®
Ry = To1p + toiptiopTizpe 2P + torptiopTiopTizpe *F + torptiopTiopTizpe oF + - (Ze)

—i2 —i2
to1ptiopTi2p€ g _ To1p t Tigpe s
1 —rioprizpe™2F 14 rygprip,e 2P’

= rOlp +

_ To1s + rlzse_izﬁ (21)
1+ 1ygsT12se 128"

N

where 1y = —7191, tortio = 1 — &, B = 2md;N; cos(6,)/4, and A = hc/hv where A and hv are the
wavelength and photon energy of light, respectively, h is Planck’s constant, and c is the speed of
light. The dimensionless phase thickness g is inversely proportional to wavelength and is the
phase change a wave experiences as it travels through the film from one interface to the next.

Lastly, the ellipsometric angles ¥ and A are determined as

o IR, | (3a)
Y =tan~! <|R5|>,
A= arg(Rp) —arg(Ry), (3b)

where arg( ) returns the argument (angle) of a complex number. For the simple case of a single
film on a substrate, the Fresnel equations and ellipsometric angle equations in Eqgs. 2-3 constitute
an optical structure model that mathematically describes the reflection and transmission properties
of the structure. The ellipsometric angles output from the optical structure model, ¥™°¢ and A™°¢,

are fit to the experimentally measured ellipsometric angles Wé* and A®*P to determine film
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thickness and the optical constants of the film provided the optical constants of the substrate are
known and vice versa.

For more general structures containing multiple homogeneous films with parallel interfaces,
the total reflected amplitude of the structure can be determined using 2 X 2 transfer matrices.
Specifically, a series of interface and layer matrices are defined that transfer the reflection and
transmission effects of each interface and layer to the next within the structure. The interface

matrix I is defined for p- and s-polarized light as*®

Ijon, :L[ 1 r(j—l)jp] (4a)
JmIP ti-vjp FG-vjp 1 '

I = 1 [ 1 r(i—l)jS] (4b)
U138 =t _nys G- T r

where the subscript j refers to the j™ layer in the structure and r(j-1)j and t¢j_qy; are the complex
Fresnel coefficients for reflection and transmission at the interface of the (j — 1)™ and j layers,

respectively. The layer matrix L is defined as®
=" %] (5)
0 e™*¥i
where B; = 2md;N; cos(6;)/2 is the dimensionless phase thickness of the j™ layer. The overall
reflection and transmission properties of the structure are contained in the scattering matrix S that
is defined separately for p- and s- polarized light as the product of the interface and layer matrices
in the order given as*

Sllp SlZp] (63)

Sp = TorpLliligpLy o X 1)Ly oo Lyl i1y = [52110 S22p

Sis S
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where m is the number of layers between the ambient and substrate and (m + 1) denotes the
substrate. The reflected amplitudes from the structure specified by the p- and s-polarized Fresnel
reflection coefficients R, and R, are determined by the ratios’®
Rp = Sle/Sllp ) (7a)
Rs = S315/S11s - (7b)
The Fresnel equations, ellipsometric angle equations, and transfer matrices in Eqs. 2-7 along
with the sample layer structure constitute an optical structure model that is used to simulate the
sample ellipsometric angles $°4 and A™°4 that are fit to the experimentally measured angles

werP and AP, In this type of analysis, the optical constants are usually expressed as either the

6



complex dielectric function or the complex index of refraction shown in Fig. 1 and Eqgs. 2. The
optical constants can be determined for one layer of the optical structure, provided they are known
for all other layers. In the model, the complex index of refraction described as N = n — ik has real
and imaginary components that are referred to as the index of refraction n(hv) and the extinction
coefficient k(hv). For device work it is desirable to work with the absorption coefficient a(hv)

that is related to the extinction coefficient via3®

4mhv (8)
hc ) ’

In which case, the index of refraction is related to the absorption coefficient via the Kramers-

a(hv) = k(hv) (

Kronig relation®” with

hc *  a(hv") , 9)
nthv) =1+ P P T —h? dhv',

where P denotes the Cauchy principal value of the integral.

In this work, an optical constant model is developed that describes the index of refraction and
absorption coefficient in the vicinity of the fundamental band edge of direct bandgap
semiconductor materials. The model encompasses 1) the widely observed exponential Urbach
absorption edge'®?® tail below the bandgap, ii) the observed power law dependence®' of the
absorption coefficient above the bandgap, and iii) a Kramers-Kronig consistent replication of the
absorption edge a(hv) in the spectral dependence of the index of refraction n(hv). The optical

constant model is

In (1 + e(hv=Eg)/(p(hV)Ey) ) p(hv)
a(hv) = aq4 In(2) , (100
p(hv) = pg + am(hv/E; — 1), -
— nl hc Eg a(hv’) ,
n(hv) =no + 17— (h/Ero)? | 2n2 p ; 2o 00

Here E, is the bandgap energy, a, is the absorption coefficient at the bandgap, E,, is the Urbach
energy'®?! that describes the characteristic slope energy of the exponential absorption edge, Dy
describes the power law relation observed in the absorption spectrum near the bandgap, and a,,
describes the change in the power law p(hv) at energies above the bandgap as the Coulomb
interaction weakens?!.

Bandgap energy E, depicts the boundary between the below bandgap tail state transitions and



the above bandgap continuum state transitions. The textbook description of bandgap energy
designates the bandgap as the sharp energy-cutoff in the optical transitions that occur at the valence

18,19 obscures the

and conduction continuum band edges. However, the ever-presence of tail states
sharp cutoff in optical transitions involving the continuum states. In the absorption edge model,

the above bandgap hv > E, absorption is described by the power law asymptote

h 5 B hV _ Eg p(hv)
ar(hv = By) = a9\ oy '

and the below bandgap hv < E; absorption is described by the Urbach edge asymptote

(10d)

g (hv—Eg)/Ey ~ %g (hv-Eg)/Ey

(n(2)p © = @) ¢ : (10¢)

The index of refraction (Eq. 10c) is described by a constant offset n, that accounts for

a_(hv < Eg) =

contributions to the index of refraction outside the measured range, a Sellmeier oscillator®® that
accounts for the influence of long-wavelength optical absorption, and the Kramers-Kronig
contribution of the fundamental Urbach absorption edge to the index of refraction in the vicinity
of the bandgap. The Sellmeier oscillator describes the dispersion in the index of refraction due to
the strong absorption of the transverse optical (TO) phonon at energy E, with amplitude n,. The
integration over the absorption coefficient (Eqgs. 10a and 10b) is terminated at photon energy E
that is well above the bandgap. This term accounts for contributions to the offset and slope of the
index of refraction near and above the bandgap that originate from absorption well above the
bandgap. The constant offset in the index of refraction increases as the upper integration cutoff E;
increases, thus linking E; with the offset n,. It is therefore the observed slope of the index of
refraction near and above the bandgap energies that determines the appropriate value of the
integration cutoff E;.

For the materials investigated, the optical constant model presented in Eqgs. 10a-10c yields
equivalent numerical results to those given by a strict Kramers-Kronig consistent formulation. To
enforce a Kramers-Kronig consistent form, the following steps are taken. i) Causality dictates that
Eq. 10c be integrated from 0 to infinity*°, which is achieved by defining the absorption coefficient
as zero outside the photon energy range of interest (hv > E;). ii) The absorption coefficient in Egs.
10a and 10b is redefined as a,q44(hv) = a(hv) — a(—hv) to satisfy the odd parity requirement for
causality and the application of the Kramers-Kronig relations®, which produces identical results
to the original model, with the additional term, a(—hv), evaluating to zero within 16 digits of

precision. iii) The Sellmeier oscillator’® term in Eq. 10c technically requires a Dirac delta
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function®®, mn,E;o8(hv — Ero)/2, in the absorption coefficient at the TO phonon energy.
However, since the TO phonon lies outside the experimental spectral range for the materials
examined using a Sellmeier oscillator, omitting this term does not affect the fit or the values of the
extracted parameters. Since these analytical refinements do not influence the numerical outcomes,
the model in its current form provides Kramers-Kronig consistent results.

The model described in Egs. 10 provides a smooth, 9-parameter model that yields Kramers-
Kronig consistent optical constants in terms of the index of refraction and absorption coefficient,
and for clarity is referred to as the optical constant absorption edge model. This model provides a
description of the impact of tail states on the absorption edge cutoff in terms of the bandgap energy
and the Urbach energy. The implementation of a smooth parametrized optical constant model also
allows the layer thickness for one or any number of the layers in the optical structure model to be
determined in the fit analysis.

The connection between the absorption edge and the peak in the index of refraction is
illustrated in Fig. 2, where n(hv) and a(hv) are simulated using the optical properties of GaAs
except that the width (Urbach energy) of the absorption edge is varied. The index of refraction on
the left vertical axis and the absorption coefficient on the right vertical axis are shown as a function
of photon energy with Urbach energies E,, that are 1 meV (black), 3 meV (blue), 10 meV (red),
and 30 meV (green). The above-bandgap asymptote (Eq. 10d) of the absorption coefficient is
fixed, while the below-bandgap slope of the Urbach tail asymptote (Eq. 10e) is varied. This limits
the optical constant change to that of the width of the absorption edge.
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Fig. 2. Simulated index of refraction n(hv) (left vertical-axis) and absorption coefficient a(hv) (right vertical-axis)
in the vicinity of the absorption edge as a function of photon energy relative to the bandgap energy, with an Urbach
energy of 1 meV (black), 3 meV (blue), 10 meV (red), and 30 meV (green). The simulated absorption edge model

parameters are for the optical constants of GaAs.

The shape of the peak in the index of refraction is sensitive to small changes in the Urbach
energy. Due to Kramers-Kronig consistency, the width of the absorption edge is specified in the
height and the width of the peak in the index of refraction. For small Urbach energies, the sharp
absorption edge produces a sharp large-amplitude peak positioned at the bandgap. For large
Urbach energies, the broad absorption edge produces a broad smaller-amplitude peak positioned
slightly below the bandgap. One of the key elements of the absorption edge model (Egs. 10), is
that the value of the Urbach energy can be determined from either the index of refraction or the

absorption coefficient, or both.

III. SAMPLE PROPERTIES AND STRUCTURAL CHARACTERIZATION

The superlattice and bulk InAsSb samples investigated are grown by molecular beam epitaxy
(MBE) on (100) n-type GaSb substrates using a Veeco Gen930 system. The sample structural
cross sections are shown in Fig. 3 and consist of a 2.5 um thick and a 4.2 pm thick midwave
InAs/InAsSb strain-balanced superlattice, a 2.5 pum thick and a 4.2 um thick midwave
InGaAs/InAsSb strain-balanced superlattice, a 5.0 pm thick longwave InAs/InAsSb strain-

balanced superlattice, and a 4.2 pm thick midwave InAsSb bulk layer that is grown lattice-matched
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on the GaSb substrate without a buffer layer. The midwave superlattice samples are grown on a
110 nm thick lattice matched InAsSb buffer layer and the longwave superlattice sample is grown
on a 50 nm thick GaSb buffer layer. All superlattice samples comprise a thin surface layer of
native InAs oxide as the final period of each is terminated with a tensile InAs layer. The optical
properties of the native oxide on the lattice matched InAso911Sbo.oso sample are assumed to
approximate those of InAs oxide, as the ~ 9% InSb oxide mole fraction is expected to be negligible
in the analysis.

The optical constants of the binary constituents GaAs, GaSb, InAs, and InSb are investigated
by performing spectroscopic ellipsometry measurements on commercially available (100)
substrates.*’ The GaAs substrate is semi-insulating and the GaSb, InAs, and InSb substrates are
unintentionally doped. The substrates comprise a thin surface layer of native oxide that varies
from one to several monolayers thick*'. Specifications for substrate thickness, carrier type, and
carrier concentration are provided by the manufacturer*’ and are listed in Table I. The sample
cross sections are provided in Fig. 3, which also serve as the physical layer structure of the optical

structure model used to calculate the ellipsometric angles ¥ and A.

Table I. Thickness, carrier type, and carrier concentration of the III-V substrates investigated.

Thickness Carrier concentration

Substrate Type (um) (cm)
GaAs Semi-insulating 350 8x108
GaSb Undoped (p-type) 500 1x107
InAs Undoped (n-type) 500 2x1016
InSb Undoped (n-type) 640 2x10M
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Fig. 3. (Top row) Sample structure cross-sections for semi-insulating GaAs and undoped GaSb, InAs, and InSb
substrates. (Bottom row) Sample structure cross-sections for molecular beam epitaxy grown (MBE) lattice-matched
InAsSb, midwave strain-balanced InAs/InAsSb and InGaAs/InAsSb superlattices, and a longwave strain-balanced
InAs/InAsSb superlattice. The bulk InAsSb is 4.2 pm thick, the midwave InAs/InAsSb and InGaAs/InAsSb
superlattices are 2.5 um or 4.2 um thick, and the longwave InAs/InAsSb superlattice is 5.0 um thick.

The bulk InAsSb and superlattice samples are investigated using high-resolution X-ray
diffraction. Dynamical simulations are performed using X’Pert Epitaxy*? to determine the
tetragonal distortion and layer thicknesses. For bulk InAsSb, the tetragonal distortion is
determined by adjusting the simulated Sb mole fraction to fit the measured diffraction pattern,
while the layer thickness cannot be determined by X-ray diffraction due to the absence of
Pendellosung fringes because the material is over 4 microns thick. For the superlattices, the period
and superlattice tetragonal distortion are determined from dynamical simulations fit to the
measured separations of the satellite peaks and substrate and zero-order satellite peak, respectively.
The method used to determine the superlattice tetragonal distortion and period thickness is
described in previous work.!? The superlattice thickness is determined as the product of the best-
fit period and the number of superlattice repeats from the growth record.

From the spectroscopic ellipsometry measurements, the thicknesses of the superlattices and
bulk InAsSb are given by the best-fit of the optical structure model to the measured ellipsometric
data. The superlattice period is given as the best-fit thickness divided by the number of repeats in
the growth record. The growth details, tetragonal distortion, and thickness determined from both
X-ray diffraction (XRD) and spectroscopic ellipsometry (SE) are provided in Table II. The

midwave superlattice results reported are for a multi-sample fit that analyzes both the 2.5 um and
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4.2 um thick samples simultaneously. The GaSb buffer thickness in the longwave superlattice

sample is determined from the growth record.

Table II. Bulk and superlattice material growth details, thickness, and tetragonal distortion. The layer and superlattice

thicknesses are determined using X-ray diffraction (XRD) and spectroscopic ellipsometry (SE).

Superlattice

Thickness (um) . . Tetragonal Buffer
eriod (nm
Wavelength Material P (nm) Superlattice Distortion  thickness
repeats o
XRD SE XRD SE (%) (nm)
InAsSb - 4.23 - - - 0.000 -
2.57 2.58 5.83 5.90 440 -0.043 0.108
InAs/InAsSb

Mid-IR 4.24 431 5.74 5.83 739 -0.030 0.105

2.48 2.55 3.28 3.38 754 -0.280 0.108
InGaAs/InAsSb

4.15 4.28 3.28 3.38 1267 -0.293 0.110

Long-IR InAs/InAsSb 4.98 5.00 11.96 12.03 416 0.000 0.050

The layer thicknesses determined by ellipsometry are 0.6% to 3.1% greater than those
determined from X-ray diffraction. Within the sensitivity of X-ray diffraction dynamical
simulations, the 4.2 um thick InAsSb bulk layer and longwave InAs/InAsSb superlattice display
no tetragonal distortion as the main diffraction peak is coincident with the substrate peak. The
midwave InAs/InAsSb and InGaAs/InAsSb superlattices exhibit small negative out-of-plane
tetragonal distortion. Off-axis (511) high-resolution X-ray diffraction measurements from both
InGaAs/InAsSb superlattices which contain significant out-of-plane distortion show no relaxation,

indicating that these and the other samples are coherently strained.

IV. SPECTROSCOPIC ELLIPSOMETRY MEASUREMENTS AND MODELING

The room temperature spectroscopic ellipsometry measurements are performed using J.A.
Woollam IR-VASE and VASE ellipsometers that cover an energy range of 0.032 eV to 1.00 eV
(38.7 umto 1.24 um) and 0.5 eV to 6.5 eV (2.45 um to 0.19 um), respectively. All measurements

are performed near Brewster’s angle using incident angles between 55° to 80° for each sample

investigated. Brewster’s angle is identified as the angle at which the p-polarized reflectivity, |R,, |2,
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of the sample structure is a minimum, which occurs between 74°-77° for all wavelengths and all
samples investigated. The substrate backsides are roughened to diffusely scatter backside
reflections at energies below the bandgap where the substrates are transparent. This greatly
reduces the backside reflection of spurious depolarized light into the solid angle of detection.

The measurements are analyzed by constructing an optical structure model for each sample
using Egs. 2-7 and the sample cross sections in Fig. 3. The ellipsometric angles ¥™°¢ and A™°¢
are calculated using the optical structure model and fit to the measured ellipsometric angles Wé*?
and A®*P. During the fit, the known optical constants of all other layers are inputs to the model
and the optical constants of the layer of interest are the best-fit parameters. In this analysis two
methods are used. In a first method, the optical constants at each measured photon energy are
determined for each individual ellipsometric angle pair using the so called "point-by-point" fit*,
which assumes no particular spectral dependence of the optical constants. During this process, the
optical constants are iteratively fit to each measured angle pair Wé*P and A®*P, where layer
thickness is not uniquely determined for the set of the individual measured angle pairs and thus
must be ascertained by another means. In a second method, the optical constants are presumed to
have the spectral dependence of the absorption edge model in Egs. 10 that is globally fit to the
measured spectrum of angle pairs W¢*P and A®*P, with layer thickness as a unique fit parameter.
Using this method, it is possible to fit for the thickness of any or all other layers in the sample.

Accurately determining the surface oxide thickness in ellipsometric measurements is important
and challenging as it strongly influences the magnitude of the extracted absorption coefficient of
the underlying layer and typically cannot be distinguished from the best-fit optical constants of the
underlying layer. This observation is understood as follows. Near Brewster’s angle, the p-
polarized Fresnel reflection coefficient is highly sensitive to changes in amplitude and phase
compared to the s-polarized Fresnel reflection coefficient. As such, the presence of a transparent
surface oxide induces a linear thickness-dependent phase shift that is large for p-polarized light
and small for s-polarized light, resulting in a significant increase in the phase difference A and
hence in the imaginary part sin(A) of the phase term e = cos(A) + i sin(A). On the other hand,
tan(¥) and hence the real part tan(¥) cos(A) is relatively insensitive to oxide thickness. Note that
small changes in A impact the optical constants to first order in the imaginary part and to second

order in the real part.
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The measured phase difference A°*P of the entire structure includes contributions from both
the oxide and underlying layers, which is straight forward to deconvolve when the thickness and
optical constants of the oxide layer are known. The oxide layer thickness varies with material and
sample age as the various oxides grow at different rates over time when exposed to the ambient.
As such, the oxide thickness is generally not known and is difficult to estimate. Any error in the
estimate of the oxide thickness results in a spurious phase difference that is assigned to the
underlying layer, and that strongly affects the imaginary part of the extracted optical constants,
with the real part weakly affected. As a result, spurious shifts in A strongly affect the magnitude
of the measured absorption coefficient, while the index of refraction is relatively unaffected.

For example, when the oxide thickness is underestimated, the magnitude of the extracted
absorption coefficient of the underlaying layer is overestimated and vice versa. Misallocation of
oxide thickness, results in the addition of a spurious (positive or negative) background term to the
absorption coefficient spectrum that is proportional to the phase thickness f that is proportional to
the oxide index of refraction and inversely proportional to wavelength. This negative wavelength
power law distinguishes the spurious background absorption from the physical free-carrier sub-
bandgap absorption that, for example, exhibits a positive wavelength power law on the order of 2
in GaAs*, GaSb*, InAs*, and InSb*’**.  Another type of observed sub-bandgap absorption is that
owing to the inter-band optical transitions in n-type GaAs** and GaSb* that exhibit a nearly
constant background absorption below the bandgap.

The Jellison-Sales method for transparent glasses*’ is commonly used to evaluate the oxide
thickness*’, which assumes that the underlying layer of interest is transparent at energies below
the bandgap. This assumption is inherent in the optical constant absorption edge model (Egs. 10),
as the absorption coefficient decreases exponentially below the bandgap. When the underlying
layer optical constants are fit with the absorption edge model, the native oxide thickness is a unique
fit parameter in the optical structure model. The accuracy of the oxide thickness fit value depends
on how transparent the material is below the bandgap. For the unintentional doping levels of the

materials examined (see Table I), the sub-bandgap absorption***3

is less than 20 cm™ and
negligible as it is below the sensitivity of the measurement.

The best-fit oxide thickness and substrate optical constants are determined for the binary
materials as follows. The optical structure model consists of the ambient environment (0) above

the native oxide layer (1) that is on top of the semi-infinite substrate material (2). An index of
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refraction N, = n = 1 is used for the ambient. The native oxide optical constants are obtained from
literature®® and the substrate optical constants are determined as the best-fit results. Using an initial
guess for the native oxide thickness and a semi-infinite substrate thickness, a point-by-point fit is
performed to acquire the point-by-point optical constants of the substrate material. The oxide
thickness is adjusted and this process is repeated until the point-by-point absorption coefficient is
near zero below the onset of absorption at the band edge. The absorption edge model (Egs. 10) is
then fit to the point-by-point index of refraction and absorption coefficient by minimizing the

objective function,

2 3 mod pt 2 he 2 mod pt 2 (11)
Xha = Z [(nj - ) + (47Thv) (0(]- - ) ] .
J:

Here, J is number of point-by-point data points, the subscript j refers to the summation index of

the data point, and n**?, n]pt, a"

°d and a}’t are the modeled and point-by-point index of refraction
n; and absorption coefficient a;, respectively. The best-fit parameters from this process provide
an initial guess for the substrate optical constants in subsequent analysis.

Next the absorption edge model parameters and oxide thickness are determined by fitting the
ellipsometric parameters from the optical structure model to the measured data by minimizing the

objective function,

1 . mod . exp 2 . mod . exp 2 (12)
X Z Z sm(‘{’ij - sm(‘{’ij ) sm(AiJ - sm(Aij )
X‘{JA = . exp + . exp
=4 sin(a, ;" sin{o, "
j=1i=1 ( lP,L,]) ( A.l.J)

Here I is the total number of measured angles of incidence and J is number of measured data points

at each angle of incidence. The modeled and measured ellipsometric angles are lP{_’}"d, AT]-Od and

exp pexp
PP A

ij -0, respectively, where the subscript i refers to the summation index of the angle of

incidence and j refers to the summation index of the data point. The standard deviations in the

xp

measured ellipsometric angles are oy, ;; and g, ;.

L) ai;- The measured range of the phase difference A
is limited to 27 radians, which allows the possibility of discontinuities from angle phase-wrapping.
As such, the sine of the ellipsometric angles is employed in the objective function to map the
angles to a continuous function that avoids the discontinuities in the A data, which improves fit
stability and accelerates convergence. Once a best-fit oxide thickness is obtained, a point-by-point

fit is performed to extract the final point-by-point optical constants.
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The optical constants of the substrate and InAsSb buffer layer (when present) must be
accurately measured and input into the optical structure model in order to accurately determine the
optical constants of the layer of interest. Therefore, separate samples of these materials are
measured and analyzed using spectroscopic ellipsometry and X-ray diffraction and the methods
outlined above. These samples consist of 1) a bare n-type GaSb substrate similar to those used in
the growths and ii) a single InAsSb buffer layer grown on a similar n-type GaSb substrate. For
the n-type GaSb substrate, an optical structure model is created that consists of a GaSb oxide layer
and the n-type GaSb substrate. For the InAsSb buffer, an optical structure model is created that
consists of an InAs oxide layer, the InAsSb buffer layer, and a n-type GaSb substrate. The buffer
layer thickness is determined from the Pendellosung fringe spacing observed from X-ray
diffraction measurements and is set to that value in the optical structure model.

For the epitaxially grown samples, the steps to obtain the best-fit thicknesses and optical
constants of the layer of interest are as follows. The optical structure model consists of the ambient
with index of refraction N, = n = 1, an InAs oxide layer, a bulk or superlattice layer, a buffer layer
when present, and an n-type GaSb substrate. The buffer layer thicknesses used in the optical
structure model are fixed at those listed in Table II. A point-by-point fit is performed to acquire
the initial optical constants of the superlattice layer using an initial guess for the native oxide
thickness, the superlattice layer thickness determined by X-ray diffraction in Table II, and a semi-
infinite substrate thickness. In the case of the bulk InAsSb, the initial layer thickness is obtained
from the growth record. The oxide thickness is adjusted until the point-by-point absorption
coefficient is near zero below the onset of absorption at the bandgap. An initial set of model fit
parameters are obtained by fitting the absorption edge model (Egs. 10) to the preliminary point-
by-point index of refraction and absorption coefficient by minimizing the objective function in Eq.
11. These results are used as initial guesses for the bulk or superlattice layer optical constants in
the optical structure model. The optical structure model parameters ¥™°¢ and A™°¢ are fit to the
measured values Wé*P and A°*P by minimizing the objective function in Eq. 12, with the
absorption edge model and the oxide, and bulk or superlattice layer thicknesses, as fit parameters.
Using the best-fit oxide thickness, a point-by-point fit is performed to extract the final point-by-
point optical constants of the bulk or superlattice layer.

All modeling is performed in MATLAB®! where each fit utilizes the Levenberg-Marquardt

algorithm>>*3 to minimize the objective function. The absorption edge model robustly converges
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to a set of best-fit parameters that are within 0.5 meV for the bandgap energy, TO phonon energy,
and Urbach energy, and within 1% for all other fit parameters, given any set of reasonable initial
guesses. On the other hand, the point-by-point fit method is highly sensitive to the initial guess as
there are many multiple local minima for each photon energy in the objective function. As such,
the following method is used to acquire an initial guess at each photon energy during point-by-
point fits. First, an initial guess for the index of refraction and absorption coefficient at the highest
measured photon energy is chosen as n = 3.6 and @ = 10* cm™! based on experience. The initial
guesses for the lower photon energies are determined using a moving average of previous fit
values. The process steps through each photon energy in order from highest to lowest. The optimal
moving average window size that produces the overall best fit to the measured data varies from
sample to sample within the range of 1-25 where 25 is the typical value.

Since the miniband structure of each superlattice comprises different optical properties than its
constituent materials, each superlattice is treated as a single layer with a unique set of optical
constants. The absorption depth is on the order of 10 um for the superlattices materials in the
vicinity of the bandgap. The samples with thick layers exhibit spurious interference peaks at
regular intervals in the point-by-point optical constants. These peaks are a result of interference
within the thick bulk or superlattice layers, where the spacing between peaks depends on thickness.

An effective strategy to significantly reduce the prominence of the spurious interference peaks
is the implementation of a multi-sample fit*’ that can be performed when multiple samples with
the same material and different thicknesses are available. Multi-sample fits are performed on the
2.5 um and 4.2 pum thick InAs/InAsSb superlattices and the 2.5 um and 4.2 um thick
InGaAs/InAsSb superlattices. In the multi-sample fits, an optical structure model is constructed
for the 2.5 um thick and 4.2 pm thick superlattices, where the best-fit superlattice optical constants
are shared among the two samples. The oxide and superlattice layer thicknesses for each sample
are separate fit parameters in each respective optical structure model. The objective function in
Eq. 12 is altered to include the modeled and measured ellipsometric angles of both samples in the
summation. The multi-sample fit increases the reliability of the absorption edge model fit and the
best-fit absorption edge parameters. Furthermore, the multi-sample fit significantly reduces the

prominence of spurious interference peaks in the point-by-point results.
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V. COMPUTATION OF OPTICAL CONSTANTS

The measured ellipsometric data in the form of sin(¥) and sin(A) is shown in Fig. 4 as solid
blue circles for the 2.5 um thick (a and b) and 4.2 pm thick (¢ and d) midwave InAs/InAsSb
superlattices. The multi-sample fit results are shown as solid black circles for the point-by-point
model and solid red curves for the absorption edge model. The angle of incidence is indicated for
each data set. The multi-sample fits agree with the measured data over the full measured range for
both thicknesses, indicating the growths are reproducible and nearly identical except for thickness.
The magnitude of the interference oscillations is largest in the transparent region below the
bandgap (ground-state transition energy near 0.2 eV) where a larger portion of the incident light
reflects from the bottom interface. The oscillation frequency in sin(¥) and sin(A) changes with

thickness indicating that it is accurately determined from the results.
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Fig. 4. Optical structure model fits to the measured ellipsometric parameters sin(¥) and sin(A) performed as a multi-
sample analysis shown as solid blue circles for the 2.5 um (a,b) and 4.2 pm (c,d) thick InAs/InAsSb superlattices.
The multi-sample point-by-point fit is shown as the solid black circles and the multi-sample absorption edge model

fit is shown as a solid red line. The angle of incidence is indicated for each data set.

The optical constants provided by both the individual and multi-sample fits to the midwave
InAs/InAsSb and InGaAs/InAsSb superlattices are plotted in terms of the index of refraction and
absorption coefficient in Fig. 5. The point-by-point results are displayed as solid blue circles and
the absorption edge model results are displayed as solid red curves, with the index of refraction on

the left vertical axis and the absorption coefficient on the right vertical axis. The individual fit
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results for the 2.5 pm and 4.2 um thick superlattices are shown in plots (a) and (b) and (c) and (d),
respectively. The multi-sample fit results are shown in plots (e) and (f). The superlattice results
are initially fit individually and then combined in multi-sample fits. In each plot, the bandgap
energy is indicated as a vertical dashed line and the index of refraction at the bandgap is listed as
ng. The best-fit bandgap energy E,, bandgap absorption coefficient a4, Urbach energy E,, and
transverse optical phonon energy E7, are provided in each plot and are summarized in Table III
with the other best-fit parameters, including the oxide and superlattice thicknesses. The bandgap
wavelength is reported as well. The InAs/InAsSb superlattice measurement range is 0.032 to 0.78
eV and the InGaAs/InAsSb superlattice measurement range is 0.032 to 1.00 eV. For photon
energies above 0.80 eV the measured depolarization exceeds 10% as the signal-to-noise decreases
at high energies. As such, an upper bound of 0.80 eV is set for the fit range. The lower bound is
set at the lowest measured photon energy of 0.032 eV. The multi-sample best-fit parameter values
fall in between the individual fit values. Compared to InAs/InAsSb superlattices, the

InGaAs/InAsSb superlattices exhibit a larger absorption coefficient, although at a larger bandgap
(240 meV vs 195 meV), and a significantly larger Urbach energy (31 meV vs 10 meV).
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Fig. 5. Index of refraction and absorption coefficient determined using the point-by-point method shown as filled
black circles and the absorption edge model method shown as a solid red line for the 2.5 pm thick (a,b), 4.2 pm thick
(c,d), and multi-sample (e,f) InAs/InAsSb and InGaAs/InAsSb superlattice fits, respectively. The index of refraction
and absorption coefficient correspond to the left and right vertical axes, respectively. The best-fit bandgap energy,
index of refraction and absorption coefficient at the bandgap, Urbach energy, and TO phonon energy are provided.

The bandgap energy is indicated as a vertical dashed line.

Table III. Best-fit parameters of the optical structure model to the ellipsometric data utilizing the absorption edge
model for the 2.5 pm and 4.2 pm thick InAs/InAsSb and InGaAs/InAsSb midwave superlattices. Both the individual
and multi-sample fit results are provided. The best-fit superlattice and oxide thicknesses for each sample are slightly

different for the multi-sample fits.

Superlattice type/material Midwave InAs/InAsSb Midwave InGaAs/InAsSb
Fit method Individual Multi-sample  Individual = Multi-sample
Superlattice thickness (um) 2.59 429 2.60 4.31 2.54 426 255 428
Oxide thickness (nm) 038 0.66 043 049 0.16 0.10 0.10 0.56

ag(em™) 593 439 505 1991 2144 2069
E,(meV) 198.6 191.8 1948  239.1 2388  240.1
E,(meV) 120 94 10.5 295 323 30.5

E, (eV) 1,771 1763 1.804  2.082 2204  2.121

Ero (meV) 285 208 253 282 248 24.4

Py 0.555 0.599 0582 0375 0378  0.369

A 0.088 0.074 0079  0.111 0.107  0.108

o 3.082 3.135  3.094  3.055 3.000  3.062

n 0423 1.082  0.627 0475 0.652  0.732

Bandgap wavelength (um) 624  6.46 6.36 519  5.19 5.16

The point-by-point fit and absorption edge model fit to the raw ellipsometric data shown in
Fig. 4, agree reasonably well with the measurements. However, the extracted point-by-point
optical constants shown in Fig. 5, exhibit significant noise with periodic spikes that become
increasingly larger below the bandgap. Although the point-by-point optical constants contain
substantial noise, they provide a valuable means of assessment as to the actual spectra shape of the
optical constants. In addition to bucking out the spurious noise peaks, the absorption edge model
reproduces the general shape of the point-by-point results, thus validating its function form.
Significantly, the absorption edge model encapsulates the below bandgap Urbach tail slope and
the above bandgap power law dependence of the absorption coefficient and the characteristic shape
of the index of refraction peak in the vicinity of the bandgap.

Analysis of the measurements of the 5.0 pm thick longwave InAs/InAsSb superlattice is shown
in Fig. 6 as solid black circles for the point-by-point fit and solid red curves for the absorption

edge model fit. The out-of-plane miniband structure is calculated using a Kronig-Penney'*!%-%°
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model for which the bound transition energies are indicated with vertical dashed lines. The slope
of the index of refraction and absorption coefficient changes at the onset of transitions at higher
photon energies?®. The most significant slope change occurs near 0.437 eV that corresponds to
the second electron and second heavy-hole miniband (e2-hhz) transition. Therefore, an upper fit
limit 0of 0.400 eV is chosen for the absorption edge model fit that results in a good agreement with
the point-by-point data in that range. Additional model terms would be necessary to effectively
cover the measured range shown. The point-by-point fit is performed over the full measured range
0f0.032 eV to 0.800 eV. Unlike the shorter wavelength samples measured, the index of refraction
at long wavelengths does not display the characteristic peak at the fundamental bandgap, as it is

instead dominated by the nearby and much stronger optical phonon absorption peak at 25 meV

that causes the index of refraction to rapidly decrease below the bandgap.
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Fig. 6. Index of refraction and absorption coefficient of the longwave InAs/InAsSb superlattice as determined by the
point-by-point fit (solid black circles) and the absorption edge model fit (solid red curves). The index of refraction
and absorption coefficient scales are on the left and right vertical axis, respectively. The best-fit bandgap energy,
index of refraction and absorption coefficient at the bandgap, Urbach energy, and transverse optical (TO) phonon

energy are provided. The lowest energies of the bound miniband transitions are indicated as vertical dashed lines.

Analysis of the measurements from the 4.2 um thick bulk InAso.911Sbo.oso layer is shown in
Fig. 7 as solid black circles for the point-by-point fit and solid red curves for the absorption edge

model fit. The spurious noise spikes appear in the point-by-point optical constants at nearly the
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same interval as for the 4.2 pm thick superlattice samples (see Fig. 5). The presence of periodic
noise peaks in both bulk and superlattice layers indicates that the noise is interference based and
depends on layer thickness rather than the interfaces within the superlattice layers. The
interference peak noise is likely due to inconsistencies between the optical structure model and the

actual grown structure, such as imperfect lateral uniformity.
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Fig. 7. Index of refraction and absorption coefficient for bulk InAs.911Sbo.ose as determined by the point-by-point fit
(solid black circles) and the absorption edge model fit (solid red curves). The scales for the index of refraction and
absorption coefficient are provided on the left and right vertical axis, respectively. The best-fit bandgap energy, index
of refraction and absorption coefficient at the bandgap, Urbach energy, and TO phonon energy are provided. The

bandgap energy is indicated as a vertical dashed line.

The analysis of the measurements of the undoped III-V binary substrates GaAs, GaSb, InAs,
and InSb 1s shown in Fig. 8 as solid black circles for the point-by-point fit and solid red curves for
the absorption edge model fit. The longer wave IR-VASE (0.032 eV to 1.00 eV) measurements
are used for smaller bandgap InAs and InSb. While both the IR-VASE and VASE (0.032 eV to
6.5 eV) measurements are stitched together at 0.6 eV for larger bandgap GaSb and GaAs. The
lowest measured photon energy of 0.032 eV (39 um) is set as the lower bound for the point-by-
point and absorption edge model fits. The upper bound of the fit range is 0.7 eV for InAs and
InSb, as the measured depolarization significantly increases beyond this. The upper bounds of fit

range for GaAs and GaSb are 1.65 eV and 1.0 eV, respectively, as at these energies there is an
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onset of a slope change in the optical constants that is due to contributions from the higher energy
E; transition®* corresponding to the L-point®® that is not included in the absorption edge model.
The point-by-point absorption coefficient is not displayed at energies below the absorption edge,
as it is predominantly noise because the absorption in this region is at or below the sensitivity of

the instrument.
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Fig. 8. Index of refraction and absorption coefficient for the III-V binary substrates GaAs, GaSb, InAs, and InSb as
determined by the point-by-point fit (solid black circles) and the absorption edge model fit (solid red curves). The
scales for the index of refraction and absorption coefficient are on the left and right vertical axis, respectively. The
impact of the CO, absorption line on the InSb absorption coefficient is indicated. The sharp dip and increase in the

GaAs index of refraction due to the transverse optical (TO) phonon absorption peak indicated at the upper left.

The magnitude of the absorption coefficient in the vicinity of the III-V binary bandgaps
increases with bandgap energy. The magnitude of the index of refraction in the vicinity of the
bandgap is similar for the antimonides (about 4.0 for InSb and GaSb) and similar for the arsenides
(about 3.6 for InAs and GaAs). On the other hand, the slope of the index of refraction of the

indium-containing binaries (InSb and InAs) are similarly flat whereas the gallium-containing
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binaries (GaSb and GaAs) exhibit a strong positive slope that is owed to the proximity of the higher
energy E; transition corresponding to the L-point™ of 2.91 eV for GaAs>* and 2.15 eV for GaSb™,
which results in a robust increase in absorption 1.5 eV above the bandgap.

There is a slight offset in the measured phase difference A where the IR-VASE and VASE
measurements are joined, resulting in an offset in the point-by-point optical constants. The joined
data sets are measured at the same angles of incidence; however, the two instruments may have
small systematic offsets in the reported angle of incidence®?>. Furthermore, the measurement
location on the sample surface may differ between instruments, this could result in different oxide
thicknesses as native oxide layer typically fluctuates across the sample*-*°. As described above,

the phase difference A is highly sensitive to oxide thickness.

VI. MEASUREMENT AND MODELING ANALYSIS

The influence of the CO2 absorption line on the InSb point-by-point absorption coefficient is
observed at 290 meV (4.3 um), where a 15% drop in the absorption coefficient occurs. Yet, the
COz absorption line is not observed in the index of refraction, indicating that the source of the
disturbance is not Kramers-Kronig consistent. Analysis of the COz absorption line, shows it can
be removed from the absorption coefficient by assigning a double peak extinction coefficient with
ko =0.005 at 289 meV and k, = 0.006 at 292 meV to the ambient optical constants. This however
causes a significant + 0.4% disturbance in the index of refraction, indicating that the impact of the
COz absorption does not originate from such a large value of k, for the ambient. Analysis that
limits the disturbance in the index of refraction to the noise level, places an upper limit on the
ambient extinction coefficient of k, < 0.0004 at the CO2 absorption line.

The measurement signal is greatly reduced at the CO2 absorption line, resulting in a small 0.4%
increase in depolarization and a small =1° disturbance in the phase difference A for all angles of
incidence. When the angle of incidence is greater than Brewster's angle, the phase difference A
decreases and vice versa. Similar to the oxide thickness analysis, this spurious change in A is
manifested as an absorption notch at the CO:z absorption line. For the measurements at angles of
incidence 68°, 72°, and 80°, which are at least 4° from Brewster's angle, the phase difference A is
close to zero or 180° with sin A < 0.17, while the measurements at 76° that are close to Brewster's
angle at 75.8° A is close to 70° with sinA = 0.94 is significantly larger. The absorption

coefficient extracted using only the 76° measurement does not exhibit a CO2 absorption notch, as
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the 1° disturbance in A is small compared 70°. Nevertheless, for the InSb results in Fig. 8, the
significant decrease in measured signal within the CO2 absorption notch results in a factor of 2
increase in the uncertainty of W and A, and a factor of 4 reduction in the fit weight.

The best-fit layer thicknesses and absorption edge model parameters for all samples examined
are summarized in Table IV. The oxide thicknesses of the arsenides (GaAs and InAs) are smaller,
at ~ 2 nm, compared to the antimonides (GaSb and InSb), at ~ 6 nm, and agree with values reported
in the literature.*! The oxide thicknesses of the epitaxially grown samples are notably thinner than
those of the bare substrates, which is likely due to a shorter ambient exposure time for the grown
samples.*! The published bandgap values of GaAs?!®’, GaSb?*'® InAs*'"° and InSb*!*" are
comparable to the best-fit bandgap values. The binary substrate thicknesses are provided by the
manufacturer*”. The midwave InAs/InAsSb and InGaAs/InAsSb superlattice parameters are for
multi-sample fits and therefore contain two oxide and two superlattice thicknesses. The bandgap

wavelength is specified to show the position of each material on the infrared spectrum.

Table IV. Best-fit parameters of the optical structure model to the ellipsometric data utilizing the absorption edge

model method for bulk and superlattice samples.

Material system Bulk Superlattices
Multi-sample Multi-sample Longwave
Material GaAs GaSb InAs InAsg911Sbooge InSb midwave midwave InAs/TnAsSh
InGaAs/InAsSb InAs/InAsSb
Thickness (um) 350 500 500 4.23 640 255 428 260 431 5.00
Oxide thickness (nm) 1.78 792  2.09 1.43 450 0.10 056 043 049 0.12
ag(em™) 4784 1851 587 557 870 2069 505 265
Eg(eV) 1.4177 0.7257 0.3510 0.2641 0.1847 0.2401 0.1948 0.0608
E, (meV) 7.7 5.7 32 3.0 7.8 30.5 10.5 7.1
Es (eV) 435 581 644 3.56 4.97 2.12 1.80 1.01
Ero (meV) 33.8 273 268 26.2 232 24.4 25.3 24.7
Py 0.176 0.300 0.498 0.471 0.436 0.369 0.582 0.238
am 0.481 0.161 0.048 0.053 0.039 0.108 0.079 0.072
n, 201 -1.15 033 241 1.19 3.06 3.09 3.19
ny 038 022 0.53 0.49 0.46 0.73 0.63 1.44
Bandgap wavelength (um) 0.87 1.71  3.53 4.69 6.71 5.16 6.36 20.39

The oxide thicknesses are the best-fit results obtained by presuming the materials are
transparent below the absorption edge, which works well as the sub-bandgap absorption is below
the sensitivity of the measurement. In the case where sub-bandgap absorption is not negligible, a
more general solution is to note that any spurious misallocation of the oxide layer thickness, and
hence phase difference A, to the underlying layer results in a set of point-by-point optical constants

that are not Kramers-Kronig consistent. This is straightforward to analyze using the Kramers-
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Kronig consistent absorption edge model. For example, a range of oxide thickness is estimated
with a point-by-point fit performed at each oxide thickness. The absorption edge model is then
independently fit to the point-by-point index of refraction and the point-by-point absorption
coefficient, such that the absorption edge parameters bandgap energy E, and Urbach energy E,,
are independently determined for each. An absorption background term is added to the model to
account for free-carrier absorption or spurious misallocated background absorption or both, such
that there is no a priori assumption about transparency below the bandgap or the presence of
spurious background absorption. The best-fit oxide thickness is the one that provides the closest
values for the Urbach energy for both the index of refraction and absorption coefficient, thus
specifying Kramers-Kronig consistency.

This approach is tested on the binary substrate point-by-point data, noting that the absorption
coefficient is significantly more sensitive to the misallocation of the phase difference A and hence
inaccuracies in oxide thickness. The Urbach energy as a function of oxide thickness for the
absorption coefficient, rapidly shifts with negative slopes of 17 meV/nm for GaAs and GaSb and
5 meV/nm for InAs and InSb, while for the slope for the index of refraction is nearly flat with
positive 0.8 meV/nm for GaAs and GaSb and negative 0.1 meV/nm for InAs and InSb. Thus,
providing a convergence to a best-fit oxide thickness. In comparing to the best-fit values in Table
IV, the values obtained with this method are 1.81 nm for GaAs, 7.78 nm for GaSb, 2.40 nm for
InAs, and 4.23 nm for InSb, which are within 0.03 nm (2%) for GaAs, 0.14 nm (2%) for GaSb,
0.31 nm (15%) for InAs, and 0.27 nm (6%) for InSb, confirming the validity of the transparent
assumption for the results in Table I'V.

To quantify the sensitivity limit of the absorption measurements, covariance analysis®® is
performed to map the experimentally measured standard deviations in ¥ and A into a standard
deviation for the best-fit parameters. The standard deviations in W and A are determined from the
standard deviations in the amplitude and phase of the measured sinusoidal ellipsometric signal
recorded during multiple analyzer rotations.* The covariance analysis of the point-by-point
optical constants, n and k, provide a respective uncertainty of 0.0004 and 0.0011 for GaAs, 0.0016
and 0.0016 for GaSb, 0.0056 and 0.0034 for InAs, and 0.0070 and 0.0041 for InSb. This
corresponds to an uncertainty in the absorption coefficient measurement that is 160 cm™ (3.6%)
for GaAs , 121 cm! (5.8%) for GaSb, 122 cm™ (11.5%) for InAs, and 75 cm™ (7.2%) for InSb.

The covariance analysis for the absorption edge model parameter a, that gives the absorption
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coefficient at the bandgap, provides uncertainties of 74 cm™ (1.5%) for GaAs, 69 cm™ (3.7%) for
GaSb, 34 cm™! (5.8%) for InAs, and 50 cm™ (5.7%) for InSb. Covariance analysis of the grown
samples shows a similar uncertainty in a, that ranges from 35 cm™ to 105 cm™. These results
indicate that the sensitivity of the measurement to the absorption coefficient is on the order of 100
cm’!, which is greater than the @ < 20 cm™' sub-bandgap absorption reported**** for the
unintentional doping levels of the materials investigated.

The optical phonon absorption peak is observed within the measurement range for GaAs.
Therefore, in the analysis of GaAs, the Sellmeier oscillator in absorption edge model (Egs. 10) is

replaced by a complex Lorentz oscillator®!-¢3

n
Nro(hv) = o (hv) = iero (hv) = T /Em)i B (13)
TO

where N7 is the complex index of refraction for the transverse optical phonon and nyy and kzg
are the real and imaginary parts, respectively. The revised oscillator includes an imaginary part
that is fit the TO phonon absorption peak in the GaAs absorption coefficient, where y is the peak
full-width at half-maximum. The Sellmeier oscillator is a specific case of a Lorentz oscillator with
zero broadening that is used to describe the impact of the optical phonon on the index of refraction
for the materials where the optical phonon absorption peak is outside of the measurement range.
The best-fit TO phonon energies determined in this work are listed in Table V and agree to
within 1 meV to the published values for GaAs*%3%4 GaSb®°, InAs®, InAsSb®®, and InSb%. The
TO phonon energy for the InAs/InAsSb and InGaAs/InAsSb superlattices are for the multi-sample
analysis. The TO phonon energies of the superlattices lie between those of InAs and InSb. The
low energy tail of the GaAs TO phonon absorption peak is not fully measured at the 0.032 eV

cutoff of the measurement, resulting in an overestimation of y compared to the literature value.
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Table V. Transverse optical (TO) phonon energies for the bulk and superlattice materials investigated, determined as
best-fit parameters of the absorption edge model. A Sellmeier oscillator is used when the measurement range does
not include the TO phonon absorption peak. A Lorentz oscillator is used for GaAs because the measurement range

includes the TO phonon absorption peak.

Optical phonon peak energy, Eo (meV) Peak width, y (meV)
Sellmeier Lorentz Literature Lorentz Literature
GaAs - 33.8 33.34463.64 1.9 0.344.63
GaSb 27.5 - 26.66%
InAs 26.8 - 26.95%
InAso0.911Sbo.oso 26.2 - 26.53%
InSb 232 - 22.19%4
InGaAs/InAsSb 24.4 - -
MW InAs/InAsSb 253 - -
LW InAs/InAsSb 24.7 - -

For the experimental results reported in this work, the number of significant figures specify an
implied precision, where the last significant digit reported is on the order of the uncertainty
determined by covariance analysis. For example, the uncertainty in the fit parameters obtained for
the bandgap energy and Urbach energy is on the order of 0.1 meV, with both parameters reported

to a precision of 0.1 meV.

VII. DISCUSSION

The absorption coefficients in the vicinity of the fundamental bandgap are compared in Fig. 9a
for the bulk and superlattice materials examined. The multi-sample fit results are shown for the
midwave superlattices. The results are plotted as a function of photon energy that is shifted so that
the respective absorption edges coincide at their bandgaps; thus, the bandgap energy is indicated
by a vertical dashed line at zero. For the purpose of photodetector thickness design, the absorption
coefficient agesi4n 1 established at 50 meV above the bandgap, which is specified in the plot by
the vertical dash-dot line. The optimal detector thickness, determined by the tradeoff between
photogenerated signal and parasitic generation recombination noise, is given as®’ dopt =
1.26/a gesign, and is plotted in Fig. 9b as a function of the design wavelength 24,4, specified at 50
meV above the bandgap. At this wavelength, the optical absorption transitions are well into the
continuum bands and away from the influence of band-tails. The unity slope line dg,¢ = Agesign 18

provided in the plot to illustrate photodetector absorption performance, where better performing
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materials lie below the line. The results indicate that optimal photodetector thickness is near the
wavelength detected over a wide range of materials and bandgap energies. When cooled the
bandgap of these materials increases in energy, shifting the design wavelength toward shorter
wavelengths with little change in the magnitude of the absorption, thus reducing the design

wavelength while leaving the optimal thickness relatively unchanged.
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Fig. 9. (upper panel a) Absorption coefficient spectra (solid curves) as a function of energy relative to the bandgap

for GaAs (black), GaSb (blue), InAs (red), InAsoo11Sbo.oge (purple), InSb (green), midwave InAs/InAsSb superlattice

(orange), midwave InGaAs/InAsSb superlattice (brown), and longwave InAs/InAsSb superlattice (grey). The

bandgap for each material is indicated by a vertical dashed line at zero. The vertical dash-dot line specifies the material

absorption coefficient at 50 meV above the bandgap. (lower panel b) Optimal photodetector thickness for each

material as determined by the absorption coefficient at the design wavelength specified at 50 meV above the bandgap.

The results in Fig. 9 show that the absorption transition strength of the materials examined

decreases as the wavelength of detection increases, as indicated by the increase in optimal detector
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thickness that scales with wavelength. In the case of the bulk materials, this is due to a decrease
in the conduction band electron density of states per unit energy as the bandgap shrinks, which is
a result of the electron states separating in energy as the conduction band minimum stretches
downward toward the valence band. In the case of the superlattices, the electron-hole
wavefunction overlap decreases as the superlattice period increases as a means to reach smaller
bandgaps by moving the electron miniband down toward the hole miniband.

A Kronig-Penney model is used to determine out-of-plane superlattice band structure and
electron and hole wavefunctions. Using the simulated wavefunctions, the square of the electron-
hole wavefunction overlap at the ground state transition energy is computed as 87.5% for midwave
InGaAs/InAsSb, 64.2% for midwave InAs/InAsSb, and 24.5% for longwave InAs/InAsSb.
Wavefunction overlap decreases as the period increases due to increasing electron and hole
localization. Therefore, longwave superlattices suffer from significantly reduced wavefunction
overlap.'>!* For the InAs/InAsSb superlattices, the smaller wavefunction overlap is due, in part,
to the asymmetric layer thicknesses required to obtain a strain-balance using tensile InAs.

The introduction of Ga into InGaAs/InAsSb superlattices increases the tensile strain, allowing
for more symmetric strain balancing. This reduces the period of the superlattice necessary to reach
longer wavelengths thereby increasing wavefunction overlap. The improved wavefunction
overlap is observed in Fig. 9b where the optimal thickness for InGaAs/InAsSb is below the unity
slope line and InAs/InAsSb is above. The unity slope line dgp,¢ = Agesign 1S introduced as means
to compare absorption performance at different wavelengths, as shorter wavelength materials are
naturally better absorbers.

In addition to absorption strength, the width of the absorption edge (Urbach energy) is another
figure of merit for photodetectors, as it specifies the sharpness of the detector turn-on. The width
of the absorption tail is a measure of disorder in the material that originates from both structural
and thermal disorder.!”%® In Fig. 9a, bulk materials exhibit sharper absorption edges compared to
superlattices. Since III-V materials are expected to display similar amounts of thermal disorder,
the difference in tail width between bulk and superlattice materials is due to structural disorder.
Different material systems contain different types of structural disorder that manifest mainly as
point defects and ionized impurities in binaries'’, compositional inhomogeneity in alloys, and
compositional inhomogeneity at interfaces in superlattices. In addition to alloy disorder,

superlattices exhibit chemical inhomogeneity at the interfaces that originates from the

34



unintentional mixing of materials from adjacent layers that spans a few monolayers'2. It is evident
that the interface inhomogeneity takes up a larger percentage of the total disorder in superlattices
with shorter periods. To illustrate this point, the Urbach energy is plotted as a function of
superlattice period in Fig. 10. The results show that the Urbach energy is strongly dependent on
period thickness, indicating that the presence of interfaces contribute significantly to the overall
material disorder in superlattices. A constant term plus a power law term that is fit to the results
indicates that the Urbach energy converges to 7.1 meV for large periods. In comparing the
midwave superlattice optical properties, InGaAs/InAsSb offers improved absorption at the

expense of a broader absorption edge.

100 s

MW InGaAs/InAsSb

MW InAs/InAsSb
LW InAs/InAsSb

Urbach Energy, E, (meV)
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Fig. 10. Urbach energy as a function of superlattice period thickness. The Urbach energy from the individual and
multi-sample fits are shown as solid black circles and open red circles, respectively. As a guide to the eye, an
exponential decay plus a constant offset is fit to the results and shown as a solid black curve. The equation with best-

fit parameters is shown.

The strain-balanced superlattices contain an average composition that is lattice matched to
GaSb!? of either InAsSb (8.9% Sb) or GalnAsSb (8.8% Ga, 14.8%Sb). As such, the superlattices
and bulk InAsSb are expected to share similarities in their optical constants. This is illustrated in
Fig. 11, where the index of refraction (upper panel a) and absorption coefficient (lower panel b)

for bulk InAsSb, midwave InGaAs/InAsSb, midwave InAs/InAsSb, and longwave InAs/InAsSb
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are compared. The point-by-point results are specified as solid grey circles and the absorption
edge model results are specified as solid black curves. The index of refraction and absorption
coefficient of all materials converge at energies greater than 0.45 eV, a region where the optical
transitions involve unbound electron and hole states that exhibit a bulk-like behavior based on the
average composition of the superlattice material. The absorption coefficient of midwave
InGaAs/InAsSb is slightly larger because of the Ga content. Kronig-Penney model simulations of
the out-of-plane miniband structure indicate that the onset of optical transitions between unbound
states occur at energies greater than 0.4 eV for all superlattices. The results also demonstrate the
role of bound miniband states in extending the optical absorption cutoff to energies well below the
bandgap of lattice-matched InAsSb. It is the structural design of the type-II superlattice period
that controls the placement of bound states within the InAsSb bandgap that extend the absorption
transitions to longer wavelengths. This occurs at cost to the electron-hole wave function overlap
as shown by decrease in the absorption coefficient as the absorption cutoff extends to lower

energies.
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Fig. 11. Index of refraction plotted in upper panel (a) and absorption coefficient plotted in lower panel (b) for bulk
InAsg.911Sbo.oso midwave InGaAs/InAsSb, midwave (MW) InAs/InAsSb, and longwave (LW) InAs/InAsSb. Point-

by-point fit shown as solid grey circles and absorption edge model fit shown as solid black curves.

VIII. CONCLUSIONS

Strain-balanced type-II superlattices epitaxially grown on GaSb are investigated using
spectroscopic ellipsometry and X-ray diffraction. The superlattices consist of midwave
InGaAs/InAsSb, midwave InAs/InAsSb, and longwave InAs/InAsSb. For further evaluation and

a more comprehensive understanding of the superlattice materials, the constituent ternary alloy
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InAsoo11Sboose and the constituent binaries GaAs, GaSb, InAs, and InSb are also investigated.

The optical constants of the various materials are extracted from the ellipsometric
measurements and expressed in terms of the index of refraction and the absorption coefficient that
are subsequently examined in terms of photodetector performance. The results show that the
optical-absorption transition-strength of the materials examined decreases as the photodetection
wavelength increases. As a result, it is observed that the optimal photodetector thickness is on the
order of, and scales with, the photodetection wavelength over the wide range of material bandgap
energies examined.

In assessing the midwave superlattice optical properties, compared to Ga-free InAs/InAsSb,
the addition of Ga to InGaAs/InAsSb offers enhanced absorption at the expense of a broader
absorption edge. The introduction of Ga into the InGaAs/InAsSb superlattices increases the tensile
strain, thus permitting symmetric strain-balancing and shorter periods, thereby increasing
wavefunction overlap. This however comes at the cost of greater structural disorder due to greater
compositional inhomogeneity and a larger density of superlattice interfaces.

The strain-balanced superlattices contain an average composition that is lattice matched to
GaSb of either InAsSb (8.9% Sb) or GalnAsSb (8.8% Ga and 14.8%Sb). At energies greater than
0.45 eV the index of refraction and absorption coefficient of the superlattice materials converge to
those of lattice-matched InAsSb. In this energy region the optical transitions in the superlattice
involve unbound electron and hole states that experience the average composition of the
superlattice. Kronig-Penney model simulations of the out-of-plane miniband structure indicate
that the onset of optical transitions between unbound states occur at energies greater than 0.4 eV
for all superlattices.

At energies below the 0.264 eV bandgap of lattice-matched InAsSb, the structural design of
the type-II superlattice period places bound miniband-states within the InAsSb bandgap that
extend the optical-absorption transitions to longer wavelengths. This occurs at a cost to the optical-
absorption strength that is proportional to the square of the electron-hole wavefunction overlap,
which decreases from 87.5% for midwave InGaAs/InAsSb to 64.2% for midwave InAs/InAsSb to
24.5% for longwave InAs/InAsSb.

An optical constant model that yields equivalent numerical results to those given by a strict
Kramers-Kronig consistent formulation is presented that systematically describes the spectral

shape of the index of refraction and absorption coefficient in the vicinity of the fundamental
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bandgap. In the model, the absorption coefficient is described in terms of an observed power law
behavior at energies above the bandgap where continuum band to band optical transitions occur
and an observed exponential Urbach absorption edge at energies below the bandgap where
localized tail states participate in the band to band transitions. The model fit parameters provide
physical insight into the absorption edge characteristics including the bandgap energy, Urbach
energy, bandgap absorption coefficient, power law above bandgap, and optical phonon energy.

The spectral shape of the absorption edge in the vicinity of the bandgap produces a
corresponding peak in the index of refraction via the Kramers-Kronig relation. This feature
permits the analysis of the fundamental absorption edge without actually measuring the absorption
coefficient. Thus, the absorption edge model facilitates the extraction of the absorption edge
parameters from the index of refraction. This is particularly useful in extracting the Urbach energy
that describes impact of tail states on the absorption edge cutoff for photodetector applications.

In the analysis of the materials examined, the efficacy of the spectral shape of the absorption
edge model is established by comparing it to a point-by-point model that does not assume any
particular spectral shape of the optical constants. The superlattice and bulk InAsSb optical
constants determined by the point-by-point fit contain spurious interference noise peaks. Multi-
sample analysis greatly improves the point-by-point fit by reducing the prominence of the
interference noise. On the other hand, the absorption edge model provides a smooth set of optical
constants without spurious interference noise that are obtained directly from the ellipsometric data.
The best-fit model parameters for the individual and multi-sample fits are consistent, indicating
the growths are reproducible. Covariance analysis of the absorption coefficient for both the point-
by-point and absorption edge model indicates that the sensitivity limit of surface-reflection
spectroscopic ellipsometry is on the order of 100 cm™.

Analysis of the point-by-point optical constants of the layer of interest, indicate the index of
refraction is relatively insensitive to inaccuracies in the oxide thickness compared to the absorption
coefficient. As the oxide thickness increases, the phase shift of the p-polarized light increases
thereby changing the measured ellipsometric angle A, resulting in a decrease in the magnitude of
the modeled absorption coefficient and a steeper Urbach tail. Thus, an inaccurate oxide thickness,
results in point-by-point fits that are not Kramers-Kronig consistent. As such, a method is
presented that uniquely determines the oxide thickness as the value that produces Kramers-Kronig

consistent point-by-point optical constants. In practice, this is achieved by adjusting the oxide
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thickness until the absorption edge model fit independently to the point-by-point index of
refraction and absorption coefficient results in a similar set of best-fit parameters. The benefit of
this approach is that it makes no assumption about transparency below the bandgap. The oxide
thickness determined using this method agree reasonably well with the best-fit oxide thickness
determined from the optical structure model fit to the measured ellipsometric angles ¥ and A,
where the materials are assumed to be transparent directly below bandgap absorption edge. The
results from both methods are close enough to confirm that the samples are transparent directly

below the bandgap.
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